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ABSTRACT 
We propose a target-aware pointing approach to address one 
predominant problem in using eye-controlled mouse replace­
ment software: the lack of high-precision movement. Our 
approach is based on Predictive Link Following [4], which al­
leviates the difficulties with link selection when using mouse 
replacement interfaces by predicting which link should be 
clicked based on the proximity of the cursor to the link. For 
cursor control via eye movement, an eye tracking algorithm 
was implemented using the Tobii EyeX device to detect and 
translate gaze location to screen coordinates. We conducted 
an experement comparing eye-gaze controlled mouse point­
ing with and without the Predictive Link following approach. 
Our results demonstrate increased accuracy of our system 
compared to just using eye-controlled mouse pointing. 
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1. INTRODUCTION 
Eye-gaze controlled software is a common interface modal­

ity for people with severe motion disabilities. However, tasks 
such as mouse control are difficult due to the natural jittery 
movements of the eyes, which prevents fine-tuned movement 
of the mouse from being made [2]. As most software is not 
designed for eye-gaze input, having small interactive ele­
ments,users are limited in what interactions they can rea­
sonably do, which can cause frustration. 

Most eye-gaze systems do not provide for high-precision 
movements to control a mouse. We base our system on an 
approach originally designed for the Camera Mouse. The 
Camera Mouse allows users to control the mouse using cer­
tain body parts (e.g. tip of nose), but it does not allow 
eye movement as a user input option [1]. This is a problem 
for people who cannot move their heads. Given that, our 

system makes progress towards addressing the lack of high-
precision movement when using eye-controlled mouse re­
placement software. We also base our approach on HMAGIC 
[3], a system that combines eye-gaze with the Camera Mouse. 
Other approaches include force fields, speed reduction, and 
warping [5]. Our approach here accumulates a score based 
on pointing near a target to assist in selecting the target 
even when the user is unable to actually click on it. 

2. SYSTEM OVERVIEW 
The Tobii EyeX eye tracking hardware was used for eye-

gaze input. Traditional infrared eye tracking hardware has 
been cost-prohibitive, but the EyeX is a consumer-grade de­
vice, costing less than $200. Our system is arranged as fol­
lows: 

2.1 Controlling Cursor Movement 
The X and Y coordinates of the user’s eye relative to 

the monitor are brought into our system and used to cal­
culate the screen coordinate of where the mouse should be 
positioned. As a pre-processing step, in order to reduce the 
amount of mouse jitter, we set the mouse position to the 
average position of the last 20 gaze points. A gaze point is 
registered about every 15 milliseconds. 

2.2 Clicking 
Clicks are triggered by blinking of the eyes; a blink last­

ing approximately 275 milliseconds will trigger a click. This 
works because the EyeX device stops detecting gaze move­
ment if the user closes their eyes. Thus, our system checks 
for interruption in gaze movement for a specific span of time 
to perform the clicks. To actually click, a “leftClick” method 
implements the system functions that simulate pressing and 
releasing the left mouse button. 

2.3 Modification of Predictive Link 
We modified the the Predictive Link function to better 

work for eye-gaze input. The original algorithm [4] had a 
discontinuity as the distance from the pointer to a target 
approached zero: 

 1 ∗ γ if clicked on page 
dist(a,clickpoint)βpointer(a) =

hoverScore otherwise, 

where hoverScore is the value assigned when the pointer is 
over a link. 
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In our system, a slight modification provides a function 
that approaches a constant as the pointer gets close to a 
link: 

1 
pointer(a) = ∗ γ 

(dist(a, mousepoint) + 1)β 

The function is used to accumulate a score for how likely a 
user is trying to click on a particular link a based on the dis­
tance from the pointer to the link. β and γ are configurable 
parameters. 

3. EXPERIMENTAL EVALUATION 
A preliminary experiment was conducted to evaluate our 

software. 

3.1 Apparatus, Procedure, and Users 
Two versions of a website containing various-sized hyper-

links were used to test our system. The first version of the 
website (condition A) included the necessary JavaScript files 
for the Predictive Link technology software; the second ver­
sion (condition B) did not. This was done to compare the 
effectiveness of the two different methods. Another script 
file running in the background for both website versions ran­
domly selects and highlights a hyperlink on the website for 
the user to click on. The target link will remain highlighted 
for 5000 milliseconds before the script selects another hyper-
link, with a pause time of 1500 milliseconds between trials. 

For the website with the Predictive Link function, the 
user does not have to click directly on the link to register 
it as a successful click, rather, the output of the prediction 
algorithm is used to determine if the link was clicked. In 
contrast, the user must directly click on the hyperlink if 
using the website without the Predictive Link function. For 
each trial, the evaluation software stores either a successful 
click or a failed click (not clicking on the assigned hyperlink 
within the time limit, or clicking on another link). Each 
participant conducted 50 trials for each condition. At the 
end of the test session, the result is reported as a percentage. 

Seven people without motion disabilities participated in 
our test. Each participant was given the same instructions 
and assigned a random order of conditions. That is, those 
that started with condition B had the first test as the web-
page without the Predictive Link function, and then com­
pleted condition A, with the second webpage with the Pre­
dictive Link function. Six of the participants had minimal 
experience with eye gaze input. User 7 had been using eye 
gaze input for several weeks. In total, there were 700 trials 
conducted (7 participants, 2 conditions, 50 trials each). 

Table 1 summarizes our results. Excluding User 7 (be­
cause that participant had significantly more experience with 
eye gaze) 

3.2 Results and Discussion 

the means, standard deviations, and 90% confi­
dence interval for a means difference test are as follows. 
Condition A (with Predictive Link) mean: 35.7% 
Condition B (without Predictive Link) mean: 21.7% 
Condition A standard deviation: 13.8 
Condition B standard deviation: 10.6 

The 90% confidence interval of the means, calculated us­
ing the Student’s t-distribution is [1.1, 26.9]. 

Table 1: Results 
ith Without User W

Predictive Links Predictive Links 
First 

Condition 
1 46% Correct 26% Correct A 
2 58% Correct 40% Correct A 
3 26% Correct 10% Correct B 
4 34% Correct 22% Correct B 
5 22% Correct 14% Correct A 
6 28% Correct 18% Correct B 
7 94% Correct 56% Correct A 

Subjects three and five had problems with the calibration 
of the Tobii EyeX. 

Based on the results, using Predictive Link technology 
increased performance by 14%. However, even though using 
Predictive Link boosted performance significantly, the mean 
success rate of 35.7% for Condition A is still not high enough 
for a reliable interaction system. A contributing factor may 
be lack of experience using Tobii EyeX. We can see this 
in User 7, who scored 94% on the Condition A test (with 
Predictive Link). This participant was one of the developers 
of this software and thus used the device extensively; further 
testing will evaluate whether there is a learning effect on 
performance. 

4. CONCLUSION 
Pairing eye-controlled mouse replacement software with 

Predictive Link technology increased accuracy for tasks de­
manding high-precision cursor movement. Although the per­
formance of inexperienced users in our initial test was not 
high, it seems likely that accuracy increases for users who 
have been using the system for longer periods. Future stud­
ies with more participants will examine this as well as pro­
vide data for further analysis of statistical significance. 
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